


Lecture Topic Projects 
1 Intro, schedule, and logistics    
2 Applications of visual analytics   
3 Basic tasks, data types  Project #1 out  
4 Data assimilation and preparation 
5 Introduction to D3   
6 Bias in visualization 

7 Data reduction and dimension reduction 
8 Data reduction and dimension reduction Project #2(a) out 
9 Visual perception and cognition   

10 Visual design and aesthetics   
11 High-dimensional data visualization: linear methods   
12 High-dimensional data visualization: non-linear methods Project #2(b) out 

13 Cluster analysis: numerical data  
14 Cluster analysis: categorical data  
15 Principles of interaction  

16 Midterm #1 

17 Visual analytics Final project proposal call out 
18 The visual sense making process   
19 Maps 
20 Visualization of hierarchies Final project proposal due 
21 Visualization of time-varying and time-series data   
22 Foundations of scientific and medical visualization  
23 Volume rendering Project 3 out  
24 Scientific and medical visualization  Final Project preliminary report due 
25 Visual analytics system design and evaluation   
26 Memorable visualization and embellishments   
27 Infographics design   
28 Midterm #2  



Data summarization 

 data reduction 

 cluster centers, shapes, and statistics  

 

Customer segmentation 

 collaborative filtering 

 

Social network analysis 

 find similar groups of friends (communities) 

 

Precursor to other analyses 

 use as a preprocessing step for classification and outlier detection 

 use it for sampling and data reduction 

 

 



With 1,000s of attributes (dimensions) which ones are 

relevant and which one are not? 

 

 avoid keep 

histogram of pairwise  
distances in N-D space 



How to measure attribute “worthiness” 

 use entropy 

 

Entropy 

 originates in thermodynamics  

 measures lack of order or predictability 

 

Entropy in statistics and information theory 

 has a value of 1 for uniform distributions (not predictable)  

 knowing the value has a lot of information (high surprise) 

 has a value of 0 for a constant signal (fully predicable) 

 knowing the value has zero information (low surprise) 

 



Assume m bins, 1  i  m: 

 

 

 

 

 

 

 

Algorithm: 

 start with all attributes and compute distance entropy  

 greedily eliminate attributes that reduce the entropy the most 

 stop when entropy no longer reduces or even increases  

E high E low 

Binary source 

(e.g. coin) 



 

 

 

 

 

 

 

 

Two options for building the dendrogram on the left 

 top down (divisive)  

 bottom up (agglomerative) 



 

 

 

 

 

 

 

 

 

How to merge? 



Single (best-case) linkage  
 distance = minimum distance between all mi · mj pairs of objects 

 joins the closest pair 

 

Complete (worst-case) linkage 
 distance = maximum distance between all mi · mj pairs of objects 

 joins the pair furthest apart 

 

Group-average linkage  
 distance = average distance between all object pairs in the groups  

 

Other methods: 
 closest centroid, variance-minimization, Ward’s method 



Centroid-based methods tend to merge large clusters 

 

Single linkage method can merge chains of closely related 

points to discover clusters of arbitrary shape 

 but can also (inappropriately) merge two unrelated clusters, when 

the chaining is caused by noisy points between two clusters 

 

 

 

 

 

 



Complete (worst-case) linkage method tends to create 

spherical clusters with similar diameter 

 will break up the larger odd-shaped clusters into smaller spheres   

 also gives too much importance to data points at the noisy 

fringes of a cluster 

 

 



The group average, variance, and Ward’s methods are more 

robust to noise due to the use of multiple linkages in the 

distance computation 

 

Hierarchical methods are sensitive to a small number of 

mistakes made during the merging process 

 can be due to noise 

 no way to undo these mistakes  

 



Highly-cited density-based hierarchical clustering algorithm 

(Ester et al. 1996) 

 clusters are defined as density-connected sets 

 epsilon-distance neighbor criterion (Eps) 

              NEps(p) = {q ∈D | dist(p,q) ≤ Eps} 

 minimum point cluster membership and core point (MinPts)  

              |NEps(q)| ≥ MinPts 

 notions of density-connected & density-reachable (direct, indirect) 

 a point p is directly density-reachable from a point q wrt. Eps, 

MinPts if  

               p ∈ NEps(q) and 

               |NEps(q)| ≥ MinPts (core point condition) 

 

 

 





First a comparison: 



The distance between a point X and a distribution D 

 measures how many standard deviations X is away from the mean 

m of D  

 S is the covariance matrix of the distribution D 

 the Mahanalobis distance DM of a point x                                           

to a cluster center m is 

 

 

 x and m are N-dimensional vectors 

 S is the N×N covariance matrix 

 the outcome DM(x) is a single-dimensional                                              

number   

 

 

 

 

Mahalanobis  
distance DM(x) 

x 

m 



Is a better match for point distributions 

 overlapping clusters are now possible 

 better match with real world?  

 Gaussian mixtures 

 

Need a probabilistic algorithm 

 Expectation-Maximization 



EM Algorithm (Mixture Model) 

• Initialize K cluster centers 

• Iterate between two steps 

– Expectation step: assign points to m clusters/classes 

 

 

 

 

– Maximation step: estimate model parameters 
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= probability of class ck 

probability that data point di is in class cj 

(= Mahanalobis distance of di to cj) 

do similar also for 

covariance matrix S  





Iteration 1 

 
The cluster 

means are 

randomly 

assigned  



Iteration 2 



Iteration 5 



Iteration 25 



LDA requires class labels, PCA does not 

 having class labels enables better segmentation  

 

PCA LDA 



Procedure 

 maximize inter-class variance 

 

 minimize intra-class variance 

 

 

 using this ratio                                        P is low-Dim projection 

 

 can be solved using Eigenvector decomposition  

 

 finds a basis that maximally                                                    

separates the classes  

 Dim(P) is the # of classes g 

 

 

Fisher Criterion 



 t-distributed stochastic neighbor embedding 



Uses the following density-based (probabilistic) distance 

metric 

 

 

 

 

Measures how (relatively) close xj is from xi, considering a 

Gaussian distribution around xi with a given variance σ2
i.  

 this variance is different for every point 

 t is chosen such that points in dense areas are given a smaller 

variance than points in sparse areas 



Use a symmetrized version of the conditional similarity: 

 

 

 

Similarity (distance) metric for mapped points: 

 

 

 

This uses the t-student distribution with one degree of 

freedom, or Cauchy distribution, instead of a Gaussian 

distribution 

 



Can use mass-spring system enforcing minimum of  |pij−qij| 

The classic handwritten 

digits datasets. It contains 1,797 

images with 8∗8=64 pixels each. 





See this webpage  

https://www.oreilly.com/learning/an-illustrated-introduction-to-the-t-sne-algorithm


t-SNE does not preserve global data structure 

 only within cluster distances are meaningful  

 between cluster similarities are not guaranteed 

 

More recently introduced: U-MAP 

 follows the philosophy of t-SNE 

 but introduces many improvements  

 more info, for example, here 

t-SNE MINST 

t-SNE U-MAP 

https://towardsdatascience.com/how-exactly-umap-works-13e3040e1668


Train a Variational Autoencoder (VAE) 

 optimize the output reconstruction loss of the input 

 also optimize the latent distribution to be standard normal  



Dataset: 60,000 images of handwritten digits (MINST) 
 each image is 28 × 28 → 784 D space 

 

 

 

 

 

 

 

 
 

                       PCA projection of its 4D latent space 

 



Result when not assuring a standard normal distribution in 

the latent space  

Reconstruction loss Kullback-Leibler divergence  



What’s the advantage of it? 

 latent space allows easy interpolation  

 move between samples in latent space and reconstruct novel 

instances by the decoder 

 not easily possible using other non-linear layouts like MDS, T-SNE 

 

See example here 

 

Another application: :Deep clustering 

 provides a convenient dimension reduction for k-means and 

other clustering algorithms 

 linearizes non-linear data manifolds in high-D space which often 

appear in computer vision tasks   

 

https://thilospinner.com/towards-an-interpretable-latent-space/




Let’s look at application in text processing 

 

Assume you are given a large corpus of documents and you 

wish to get an overview about what they contain 

 

What can you do?  



The same as PCA when the mean of each attribute is zero 

 

SVD does not subtract the mean 

 appropriate if values close to zero should not be influential 

 PCA puts them at in the extreme negative side 

 

SVD often used for text analysis 

 values close to zero are frequent and should not affect the analysis  



Decomposes C into the matrix: 

 

 

 

 

qi and pi are two column vectors with significance si 

 

 

 

Example: in a user-item ratings matrix we wish to determine: 

 a reduced representation of the users 

 a reduced representation of the items 

 SVD has the basis vectors for both of these reductions   



Find the matrices U, D, and V such that: 

 

                          C=U D VT  

 

U are the Eigenvectors of CCT  

V are the Eigenvectors of CTC 

D a diagonal matrix of           where k are Eigenvalues of CCT   

k=Rank(C)<Min(r-1,c-1) 
k



Create an occurrence matrix (term-document matrix) 

 words (terms t) are the rows 

 paragraphs (documents d) are the columns 

 uses the term frequency–inverse document frequency (tf-idf) metric 

 tf(t,d) = simplest form is frequency of t in d = f(t,d) 

 

 

 



Create an occurrence matrix (term-document matrix) 

 words (terms t) are the rows 

 paragraphs (documents d) are the columns 

 uses the term frequency–inverse document frequency (tf-idf) metric 

 tf(t,d) = simplest form is frequency of t in d = f(t,d) 

 

 idf(t,d)                                           

 

 N = number of docs = |D| , D is the corpus of documents 

 idf is a measure of term rareness, it’s 0 when term occurs in all of D 

 important terms get a higher tf-idf 

Use SVD to reduce the number of rows 

 preserves similarity of columns    

 

 





U = term-concept matrix 
              concept = latent (hidden) topic 

V = concept-document matrix 

sort and keep the k  
most significant rows/columns 



How many concepts to use when approximating the matrix? 

 if too few, important patterns are left out 

 if too many, noise caused by random word choices will creep in 

 can use the elbow method in the scree plot 

 

Throw out the 1st dimension in U and V 

 in U it is correlated with document length 

 in V it correlates with the number of times a term was mentioned 

 

Now we have a k-D concept space                                                     

shared by both terms and documents 

 

concept 2 

concept 1 

concept 3 

document 

term 



Project the k-D concept space into 2D and visualize as a map 

 can cluster the map 

 the cluster of documents are then labeled by the terms 

 provides map semantics  

 

 



LSA assumes a Gaussian distribution and Frobenius norm  

 this may not fit all problems 

 

LSA cannot handle polysemy effectively 

 need LDA (Latent Dirichlet Allocation) for this 

 

LSA depends heavily on SVD  

 computationally intensive 

 hard to update as new documents appear 

 but faster algorithms have emerged recently  



You will need to use correspondence analysis (CA) 

 CA is PCA for categorical variables 

 related to factor analysis 

 

Makes use of the 2 test  

 what’s 2 ? 



Chi-square Test (Nominal Data) 

• A chi-square test is used to investigate relationships 

• Relationships between categorical, or nominal-scale, 

variables representing attributes of people, interaction 

techniques, systems, etc. 

• Data organized in a contingency table – cross tabulation 

containing counts (frequency data) for number of 

observations in each category 

• A chi-square test compares the observed values against 

expected values 

• Expected values assume “no difference” 

• Research question:  

– Do males and females differ in their method of scrolling on 

desktop systems? (next slide) 
81 



Chi-square – Example #1 

82 

MW = mouse wheel 

CD = clicking, dragging 

KB = keyboard 



Chi-square – Example #1 

83 

2 = 1.462 

Significant if it 

exceeds critical value  

(next slide) 

56.0∙49.0/101=27.2 

(Expected-Observed)2/Expected = (28-27.2)2/27.2 



Chi-square Critical Values 

• Decide in advance on alpha (typically .05) 

• Degrees of freedom 

– df = (r – 1)(c – 1) = (2 – 1)(3 – 1) = 2 

– r = number of rows, c = number of columns 

84 
2 = 1.462 (< 5.99 not significant)  



Example: 

 

 

 

 

 

 

There are two high-D spaces 

 4D (column) space spanned by smoking habits – plot staff group 

 5D (row) space spanned by staff group – plot smoking habits 

Are these two spaces (the rows and columns) independent ? 

 this occurs when the 2  statistics of the table is insignificant 

 

 

 

 

 

 

 

 

 

more info 

http://www.uta.edu/faculty/sawasthi/Statistics/stcoran.html


Let’s do some plotting 

 compute distance matrix of the rows CCT 

 compute Eigenvector matrix U and the Eigenvalue matrix D 

 sort eigenvectors by values, pick two major vectors, create 2D plot 

                                                            -- senior employees most similar 

                                                                 to secretaries 

                                                                 



Next:  

 compute distance matrix of the columns CTC 

 compute Eigenvector matrix V (gives the same Eigenvalue matrix 

D) 

 sort eigenvectors by value 

 pick two major vectors 

 create 2D plot of smoking categories 

 

Following (next slide): 

 combine the plots of U and V        

 if the 2  statistics was significant we should see some 

dependencies  



 

 

 

 

 

 

 

 

 

 

Interpretation sample (using the 2  frequentist mindset) 

 relatively speaking, there are more non-smoking senior employees 



 

 

 

 

 

 

 

 

 

Plot would now show 193 cases and 9 variables   



Extension where there are more than 2 categorical variables 

 

 

 

 

 

 

 

 

 

Let’s call it matrix X 

 

 

 

 

 

 



Compute X’X to get the Burt Table 

 

 

 

 

 

 

 

 

Compute Eigenvectors and Eigenvalues 
 keep top two Eigenvectors/values 

 visualize the attribute loadings of these two Eigenvectors into the 
Burt table plot  (the loadings are the coordinates) 



Results of a survey of car owners and car attributes 

 

 

 

 

 

 

 

 

 

 

 more info see here 

https://v8doc.sas.com/sashtml/stat/chap24/sect27.htm


 

 

 

 

 

Summary table: 



 

 

 

 

Most influential column points 

(loadings): 



 

 

 

 

Burt table plot: 



Top-right quadrant:  

 categories single, single with kids, 1 income, and renting a home 

are associated 

 

Proceeding clockwise: 

 the categories sporty, small, and Japanese are associated  

 being married, owning your own home, and having two incomes 

are associated  

 having children is associated with owning a large American family 

car 

 

Such information could be used in market research to identify 

target audiences for advertisements 

 



A Gartner Magic Quadrant is 
a culmination of research in a 
specific market, providing a 
wide-angle view of the 
relative positions of the 
market's competitors 

 

 

This concept can be used for 
other dimension pairs as well 

 essentially require to think 
of a segmentation of the 4 
quadrants 






